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Abstract—Finding the informative clusters of a high-dimensional dataset is at the core of numerous applications in computer vision, where spectral based subspace clustering algorithm is arguably the most widely-studied methods due to its empirical performance and provable guarantees under various assumptions. Such algorithms first compute a linear representation for each sample based on a dictionary, and construct an affinity graph for spectral clustering. It is well-known that sparsity and connectivity of the affinity graph play important roles for effective subspace clustering. However, it is difficult to simultaneously optimize both factor due to their conflicting nature, and most existing methods are designed to deal with only one factor. In this paper, we propose an algorithm to optimize both sparsity and connectivity by finding good neighbors which induce key connections among samples within a subspace. First, an initial coefficient matrix is generated from the input dataset. For each sample, we find its good neighbors which not only have large coefficients but are strongly connected to each other. We reassign the coefficients of good neighbors and eliminate other entries to generate a new coefficient matrix, which can be used by spectral clustering methods. Both theoretical and empirical results show that few good neighbors obtained by the proposed algorithm can recover the subspace effectively, and the post-processing module of finding good neighbors can be complementary to most of the subspace clustering algorithms. Experiments on five benchmark datasets show that the proposed algorithm performs favorably against the state-of-the-art methods in terms of accuracy with a negligible increase in speed.
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1 INTRODUCTION

MODELING high-dimensional data has been one of the most critical issues in computer vision. As high dimensional data usually distribute in multiple low-dimensional subspaces whose structures can be extracted and exploited, numerous subspace clustering algorithms [1]–[5] based on iterative optimization, algebraic operators, statistical analysis and spectral clustering [6] have been developed in the literature to model the data points by a union of low dimensional subspaces. This paper develops a complementary module for the spectral based subspace clustering methods.

Let $x_i$ ($1 \leq i \leq N$) be the representation of the $i$-th sample in the data matrix $X \in \mathbb{R}^{D \times N}$ where $D$ denotes the dimension of each sample and $N$ is the number of samples. All samples are assumed to lie in one of $K$ subspaces $\{S_i\}_i^{K}$ with the number of samples $\{n_i\}_i^{K}$ and the intrinsic rank $\{d_i\}_i^{K}$ where $n_i > d_i$. Most recent subspace clustering algorithms [1], [6] are based on the assumption that the $K$ subspaces are independent, and thus the samples from different subspaces can be grouped into different clusters.

The key step of spectral based subspace clustering methods is to compute the coefficient matrix $Z$ by solving an optimization problem of the form:

$$\min_{Z} \quad L(XZ, X) + \lambda \|Z\|_{\ell_p},$$  \hspace{1cm} (1)

where $L(\cdot, \cdot) : \mathbb{R}^{N \times N} \rightarrow \mathbb{R}^{+}$ denotes the loss function, $\lambda$ is the trade-off parameter, and $\|\cdot\|_{\ell_p}$ denotes the regularization term where different $\ell_p$’s lead to $\ell_0$, $\ell_1$, $\ell_2$, $\ell_{\infty}$ or the nuclear norm [6]–[9]. On one hand, the coefficient matrix $Z$ can be interpreted as a new representation of $X$, i.e., each column $z_i$ represents the sample $x_i$ in terms of other samples in $X$. It induces richer correlations than the original space due to the regularization process via constraints on sparsity, subspace-preserving property and connectivity within each subspace [10] (see Section 3.2 and 3.3). On the other hand, another interpretation for $Z$ is to consider it as an “correlation matrix”, where $z_{ij}$ reflects the similarity of samples $x_i$ and $x_j$. Therefore, from the permuted $Z$ certain block-diagonal structure [11] can be extracted when samples lie on a union of linear subspaces. Spectral clustering methods [12] can then be applied to form a low-dimension embedding of the correlation matrix $Z$, on which groups of data can be formed using the K-means method.

It is well-known that the $\ell_2$ and nuclear norm based regularizations lead to the dense coefficient matrices [13]. Although the connectivity within subspaces is guaranteed, the coefficients of the inter-subspaces are usually non-zero. Thus, the subspace-preserving property, i.e., $z_{ij} = 0$ for all $x_i \in S$ and $x_j \notin S$, is not satisfied [14] (see Section 3.2). In contrast, the $\ell_0$ and $\ell_1$ norms lead to a sparse $Z$ [13]. While the sparsity regularizations enforce the subspace-preserving properties of a data matrix, the connectivity within each subspace cannot be guaranteed [15].

Spectral clustering [12] can be considered as a segmentation process on an affinity graph $G$ with $N$ vertices, where each sample in $X$ denotes a vertex and the weights of the edges are derived from $Z$ [16]. Hence, the clustering performance relies on not only the sparsity of the inter-subspace connections but also the connectivity among intra-subspace samples since the segmentation in subspace clustering is based on finding the connected components of $G$ [15]. To optimize both properties, several recent algorithms use the mixed norm for the regularization term in (1), e.g., trace Lasso $\|X\text{diag}(Z)\|_* [14]$ and elastic net [13], to interpolate between the $\ell_1$ and $\ell_2$ norms adaptively. Nevertheless, these schemes do not perform consistently well on different applications depending on whether good subspace structures among data points can be identified.

For clustering, it is more efficient and effective to exploit the connections in the projected space $Z$ rather than on the data...
space \( \mathbf{X} \) [17], [18]. As shown in [19], the representations based on linear projections with different regularizations (e.g., \( \ell_1 \), \( \ell_2 \), \( \ell_\infty \) and nuclear norms) preserve the property of intra-subspace projection dominance (IPD), i.e., the coefficients for the intra-subspace points are larger than those over inter-subspace points. However, simply preserving larger coefficients of \( \mathbf{Z} \) does not guarantee the connectivity of each subspace [15], [20]. In this work, we preserve the key connections introduced by the proposed good neighbors to guarantee the latent connectivity with as few connections as possible. For each sample \( \mathbf{x}_i \), a good neighbor \( \mathbf{x}_j \) satisfies the following two conditions. First, the coefficient \( z_{ij} \in \max_{x_i} (\mathbf{z}_i) \) where \( \max_{x_i}(\cdot) \) contains the top \( \gamma \) values of the vector. Second, \( \mathbf{x}_j \), together with other \( \mu \) samples and \( \mathbf{x}_i \), form a connected path where the direct connection between \( \mathbf{x}_p \) and \( \mathbf{x}_q \) requires \( z_{pq} \in \max_{x_i}(\mathbf{z}_p) \). We show that preserving the connections among good neighbors leads to the subspace-preserving property and the connectivity within each subspace, thereby facilitating effective subspace clustering [20].

In this paper, we propose an algorithm for finding good neighbors (FGN) which can be applied to existing subspace clustering (SC) methods. Figure 1 shows the main steps of the proposed finding good neighbors for subspace clustering (FGNSC) approach. We first generate the initial coefficient matrix \( \mathbf{Z} \) by an off-the-shelf grouping algorithm which preserves invariability of the projection. That is, when two data points are close, the corresponding coefficients should be close, i.e., \( \| \mathbf{x}_i - \mathbf{x}_j \|_2 \rightarrow 0 \Rightarrow \| z_{ij} \|_2 \rightarrow 0 \). Next, we find good neighbors for each \( \mathbf{x}_i \) which induce the key connections within subspace by exploiting \( \mathbf{Z} \). Given the collection of good neighbors, we optimize the coefficient matrix \( \mathbf{Z} \) for \( \mathbf{Z}^* \). Concretely, if \( \mathbf{x}_i \) is not a good neighbor of \( \mathbf{x}_j \), we set \( z_{ij}^* = 0 \). Otherwise, we compute \( z_{ij}^* \) based on the original coefficients. As such, we obtain a new sparse and subspace-preserving coefficient matrix \( \mathbf{Z}^* \), and theoretically prove that the graph constructed from \( \mathbf{Z}^* \) has satisfactory connectivity. Similar to the existing methods [6], [21]–[23], the spectral clustering algorithm [12] is used in the last step for segmentation.

The contributions of this work are summarized as follows:

- We find good neighbors for each sample from the coefficient matrix \( \mathbf{Z} \), and define a new metric \( \mathcal{N}_c \) to evaluate the neighborhood matrix. We theoretically prove the subspace-preserving property of \( \mathbf{Z}^* \) and connectivity of the corresponding graph \( \mathcal{G} \).
- Based on the good neighbor relationship, we propose the FGNSC algorithm which can be integrated with most subspace clustering methods. In contrast to existing methods that are designed to maintain one property, the proposed method preserves both the sparsity and connectivity properties.
- We demonstrate the robustness of the FGNSC while handling the data with different assumptions and estimating the number of clusters. Experimental results on five benchmarks demonstrate that the FGNSC algorithm performs favorably against the state-of-the-art methods.

2. Related Work

Data clustering has been extensively studied in the past decades [24]–[28]. Among which, spectral based subspace clustering methods [18], [29]–[31] attract much attention due to promising performance and theoretical guarantees. The main difference among subspace clustering algorithms lies in the optimization process which learns the coefficient matrix \( \mathbf{Z} \) with different properties, i.e., sparsity and connectivity, based on different assumptions. While some schemes exploit sparsity by applying \( \ell_1 \) or \( \ell_0 \) minimization [32], [33] in (1), other approaches show strong connectivity with a dense coefficient matrix using \( \ell_2 \) or nuclear regularization [10], [34], [35]. Closely related to this work are the methods that aim to bridge the gap between both properties [13], [14], [20] using mixed norms. Recently, various post-processing methods [19], [36] are proposed to further enhance the sparsity of \( \mathbf{Z} \), but lack the guarantee of the connectivity.

2.1 Sparsity

Elhamifar and Vidal [1] propose the sparse representation based on \( \ell_1 \) optimization as

\[
\min_{\mathbf{Z}} \| \mathbf{X} - \mathbf{X} \mathbf{Z} \|_2^2 + \lambda \| \mathbf{Z} \|_1 \quad \text{s.t.} \; \text{diag}(\mathbf{Z}) = 0.
\]  

The obtained coefficient matrix \( \mathbf{Z} \) recovers a sparse subspace representation but may not satisfy the graph connectivity if the dimension of the subspace is greater than three [15].

The \( \ell_0 \) based subspace clustering methods aim to compute a sparse and subspace-preserving representation for each data
samples. Yang et al. [7] present a sparse clustering method with a regularizer based on the $\ell_0$ norm by using the proximal gradient descent method. Numerous alternative methods have been proposed for $\ell_0$ minimization while avoiding the non-convex problems, e.g., orthogonal matching pursuit [37] and nearest subspace neighbor [33]. The scalable sparse subspace clustering by orthogonal matching pursuit (SSC-OMP) method [38] solves the following problem greedily:

$$\min_{Z} \|X - XZ\|_2^2 \text{ s.t. } \|Z\|_0 \leq \gamma. \tag{3}$$

Specifically, it compares elements in each column of $XX^\top$ to determine which $\gamma$ positions of $z_i$ should be non-zero and assigns the value which satisfies $x_i = Xz_i$. However, this general pairwise relationship does not reflect the sample correlation well especially for data pairs in the intersection of subspaces [39]. As a result, the $\gamma$ positions may be incorrectly assigned and the connectivity within each subspace cannot be guaranteed.

### 2.2 Connectivity

An excessively sparse $Z$ leads to unsatisfying clustering results if the non-zero elements do not contain sufficient correlations for the connectivity within each subspace [15]. As such, numerous methods have been developed for preserving more correlation information and less sparsity [11], [40]–[43].

Low-rank clustering methods [44]–[48] solve the optimization problem $\min_{Z} \|X - XZ\|_2^2 + \lambda \|Z\|_1$ with the aim of generating a block diagonal solution with dense connections. However, the nuclear norm $\|\cdot\|_n$ does not enforce subset selection well when noise exists, and $Z$ is too dense to be an efficient representation. In [49], the least squares regression (LSR) method models the highly correlated data by minimizing the Frobenius norm of $Z$, i.e., $\|Z\|_F = (\sum_{i=1}^{N} \sum_{j=1}^{N} Z_{ij}^2)^{1/2}$. The smooth representation (SMR) [50] scheme emphasizes the invariability of the projection by solving the following optimization problem:

$$\min_{Z} \alpha \|X - XZ\|_F^2 + \text{tr}(Z\tilde{L}Z^\top), \tag{4}$$

where $\tilde{L}$ is the enforced Laplacian matrix and $\text{tr}(\cdot)$ denotes the trace of the matrix. As LSR and SMR methods lack sparsity, the dense coefficient matrix $Z$ retains the connections of inter-clusters which affects the clustering results.

### 2.3 Bridging the Gap in Optimization Model

As both sparsity and connectivity properties play important roles in spectral clustering, several methods have been developed to address two issues in one model [20], [51]–[53].

In [54], Elhamifar and Vidal introduce a tradeoff between sparsity and connectivity by optimizing

$$\min_{Z} \|Z\|_1 + \lambda \|Z\|_{r,1}. \tag{5}$$

Here, minimizing $\|Z\|_{r,1} \triangleq \sum_{i=1}^{N} \|z_i\|_r$ forces to select varying samples in sparse representations where $z_i$ indicates the $i$-th row of $Z$. Recently, You et al. [13] propose to balance the subspace-preserving and connectivity properties using the elastic net regularization which is defined as $\lambda \|z\|_1 + \frac{1-\lambda}{2} \|z\|_2^2$. Both theoretical justifications and geometric interpretation of the trade-off between subspace-preserving and the connectivity are presented [13]. Similarly, the correlation adaptive subspace segmentation method proposed by Lu et al. [14] takes data correlation into account by using the mixed norm of trace Lasso, i.e., $\|X\text{diag}(Z)\|_s$, which adaptively interpolates between the $\ell_1$ norm and the $\ell_2$ norm of $Z$. Nevertheless, the structure of the data correlations depends on the data matrix $X$, and the norm $\|X\text{diag}(Z)\|_s$ is not effective for structure selection. Therefore, this method does not perform consistently well on different applications.

### 2.4 Post-Processing

For numerous vision tasks, subspace can be dense and a sample $x_i$ can lie on the intersection of the subspaces [?]. Therefore, directly optimizing on the data space may be ineffective for capturing the subspace structure of samples, especially for the optimization scheme [13] which jointly optimizes the sparsity and the connectivity properties. Recently, several post-processing modules are proposed to enhance the performance on the projected space $Z$ [18], [55].

The L2-graph method proposed by Peng et al. [19] preserves the top $\gamma$ values of each $z_i$ according to the property of intra-subspace projection dominance. Although the sparsity and subspace-preserving properties can be guaranteed, some samples in $S$ may be assigned to other subspaces due to the lack of connections. Similarly, the reweighed space subspace clustering (RSSC) method [36] approximates the $\ell_0$ norm minimization problem by using the $\ell_1$ norm and reducing the penalty on large coefficients. It learns a weight matrix $W$ form $Z$ iteratively for the penalty where each element in the $k$-th iteration is defined as $u_{ik} = (|z_{ik}| + \epsilon)^{-1}$. While the RSSC method improves the sparsity by the close relaxation of the $\ell_0$ norm, the affinity of samples from one subspace may not be a connected graph. In our work, by preserving the connections over good neighbors which not only retain high correlations but also induce key connections among samples within each subspace, the proposed FGNSC algorithm ensures the latent connectivity among each subspace while satisfying the subspace-preserving property.

### 3 Preliminaries and Problem Statement

For presentation clarity, we first summarize the notations used in the proposed algorithm in this section. We then introduce the spectral based subspace clustering algorithm which can be considered as an optimization or graph segmentation problem. Finally, we show how the proposed method improves the sparsity of the coefficient matrix while preserves both the connectivity and the subspace-preserving properties for clustering.

#### 3.1 Notations

Each matrix is represented with a bold capital symbol, e.g., $Z$ denotes the correlation matrix derived from (1); the columns of a matrix are denoted as bold lowercase letter with different subscripts, e.g., $z_i$ denotes the $i$-th column of $Z$; and the entries of a matrix are represented with lowercase letter with double subscripts, e.g., $z_{ij}$ denotes the $(i, j)$-th entry of $Z$. We use Greek letter for representing the hyper-parameters in the algorithm, such as $\eta$, $\gamma$, and $\mu$. Furthermore, we use calligraphy fonts to denote discrete structures or , e.g., $S$ for the subspace, $G$ for the undirected graph and $N'$ for the good neighbors.

We use two forms of the subscripts for vectors and matrices. The first one includes the normal lowercase letters which indicate the successive position of entries directly, e.g., the subscript $i$ of $x_i$ denotes that $x_i$ is the $i$-th column of $X$. The second form
We represent the data samples in the form of the affinity graph. Each column of the $Z$ matrix is considered as a graph segmentation process [16]. In this section, we illustrate spectral based subspace clustering algorithms can be considered of the samples using the spectral clustering module [1], [16]. The goal of subspace clustering (SC) is to segment the data points into a union of linear subspaces. Let $\{S_i\}_{i=1}^K$ denote $K$ linear subspaces of $\mathbb{R}^D$, each of which is with the rank of $d_i$. Consider the data matrix $X = \{x_i\}_{i=1}^N$ lying on the $K$ subspaces, where $N$ denotes the number of data samples and each $x_i$ denotes a sample with $D$ dimensions.

A typical subspace clustering method first constructs a sparse linear representation of each data sample using the remaining dataset as a dictionary [56]. It generates a coefficient matrix $Z \in \mathbb{R}^{N \times K}$ by solving the following optimization problem:

$$\min ||Z||_\xi + \lambda ||X - XZ||_2^2 \quad \text{s.t.} \quad \text{diag}(Z) = 0,$$

where the regularization term $||Z||_\xi$ denotes a specific norm of $Z$, and different $\xi$ leads to different $Z$ in terms of sparsity and connectivity properties [13]. In (7), $\lambda$ is the weighted parameter, and the constraint $\text{diag}(Z)=0$ eliminates the trivial solution of representing the samples as a linear combination of itself. Here, the sparsity induces the subspace-preserving property which has been extensively studied [38], [44], [54].

**Definition 1. (Subspace-Preserving Property) Given the coefficient matrix $Z$ derived from (7), it holds the subspace-preserving property if and only if $z_{ij}=0$ for all $x_i \in S$ and $x_j \notin S$.**

The coefficient matrix $Z$ can be interpreted in two ways. First, each column $z_i$ of $Z$ is considered as a new representation of the sample $x_i$ by solving the optimization problem in (7), which is sparser than the original one yet preserving the deterministic ability [10]. Second, each entry $z_{ij}$ in $Z$ reflects the correlation between the sample pair $x_i$ and $x_j$ [54]. As a result, it can be used to construct the affinity graph $G$.

After generating $Z$ by solving the optimization problem in (7), the next step of the subspace clustering is to infer the segmentation of the samples using the spectral clustering module [1], [16].

**3.3 Graph Interpretation**

Spectral based subspace clustering algorithms can be considered as a graph segmentation process [16]. In this section, we illustrate the subspace clustering method from the graph perspective. Given a set of data samples $X$, subspace clustering methods compute the optimization problem in (7) to generate the coefficient matrix $Z$. We interpret $Z$ as a correlation matrix which reflects the similarities between all sample pairs. Since we have no more information than the data samples in $X$ and the similarities in $Z$, we represent the data samples in the form of the affinity graph denoted by $G = (V,E)$. Specifically, each data sample $x_i$ in $X$ is a vertex $v_i$ of the graph. We define a symmetric nonnegative affinity matrix $W \in \mathbb{R}^{N \times N}$ as $W = ||Z|| + ||Z||^T$. A pair of vertices are connected if and only if the similarity $w_{ij}$ between the corresponding samples $x_i$ and $x_j$ is non-zero. The edge between the connected vertices $x_i$ and $x_j$ is weighted by $w_{ij}$.

**Definition 2. (Connectivity) The connectivity property requires that the samples within same subspace form a connected component in the affinity graph $G$ [15].**

After constructing the affinity graph $G$, spectral clustering methods compute the graph Laplacian of $G$ to detect the $K$ clusters. Regarding the characteristics of the spectral clustering, an ideal $G$ derived by $W$ meets the following three requirements [16], [54]:

- If $x_i$ and $x_j$ are connected with the weight being $w_{ij} \neq 0$, then we have $x_i \in S$ and $x_j \in S$;
- If we have $x_i \in S$ and $x_j \notin S$, then $x_i$ and $x_j$ are disconnected;
- The connections should be as few as possible, and yet guarantee the connectivity property within each subspace.

As a result, an ideal $G$ has $K$ connected components corresponding to $K$ subspaces, which guarantees the performance of the spectral clustering [6].

For ease of analysis, we also construct the subgraph among the samples within a single subspace $S$. Specifically, given $X_S$ being the subset of $X$ where $X_S$ contains the samples $x \in S$, and $W_S$ being the corresponding block in $W$, we construct the subgraph $G_S = (X_S, W_S)$. In this paper, we aim to eliminate the redundant connections among each $G_S$ to generate $G_S^*$, of which the connectivity property is preserved.

**3.4 Problem Formulation**

Given a set of noise-free data samples $X$ lied on $K$ independent subspaces, a sparse subspace clustering (SSC) algorithm embeds the correlation of the data samples into a sparse affinity graph since each sample $x \in S_i$ is best modeled by a linear combination of $d_i$ samples in $S_i$. Here, $d_i$ denotes the intrinsic rank of $S_i$. As a result, the subspace-preserving property and the connectivity within a subspace are guaranteed [56]. However, under a mild assumption on both $X$ and $S$, these two properties are not well preserved due to the erroneous connections [15]. A robust SSC algorithm aims to generate a affinity graph which eliminates the effect of errors and preserves only the key connections between samples in the same subspace [54]. These methods model and minimize the errors in the objective functions, e.g.,

$$\min ||Z||_1 + \lambda ||E||_1 \quad \text{s.t.} \quad X = XZ + E, \ z_{ii} = 0,$$

where $E \in \mathbb{R}^{N \times N}$ contains the vectors of sparse error entries. Unfortunately, the structure of errors is always unknown in the original space and the complex convex optimization problem is complex to be solved efficiently [19].

In this paper, we propose to eliminate the effect of erroneous and redundant connections on the projection space (spanned by $Z$) instead of the original data space. We exploit the intrinsic structure of the correlation matrix $Z$ derived by (7) to find the key connections which induce both the subspace-preserving property and the connectivity within each subspace. We then retain only
the generated key connections and remove others to enhance the performance of detecting the connected components of the graph.

Problem 1. (Pruning Erroneous Connections) Let \( Z \in \mathbb{R}^{N \times N} \) be the correlation matrix of \( X \) computed by (7), of which the intra-subspace projection dominance property [19] is guaranteed. The goal of the pruning process is to preserve the least connections in the affinity graph \( G \) while the following two properties of \( G \) are still satisfied:

- Subspace-preserving property in Definition 1;
- Connectivity property in Definition 2.

4 Proposed Algorithm

In this section, we handle the connected pruning in Problem 1 with mild assumptions on both data samples and subspaces. We first define the good neighbors for subspace clustering based on the coefficient matrix \( Z \) (also termed as the correlation matrix) derived by (7). Next, we refine \( Z \) to generate \( Z^\ast \) based on the relationship of good neighbors. Finally, we use the spectral clustering method [12] to segment the data points.

4.1 Good Neighbors

For each data sample \( x_i \in S \), the subspace clustering algorithms utilize the self-expressive property, i.e., each data sample can be reconstructed by a linear combination of other points in the dataset [54]. As a result, \( x_i \) can be written as

\[
x_i = X z_i, \quad \text{s.t. } z_{ii} = 0, \quad (9)
\]

where the data matrix \( X \) is considered as a self-expression dictionary and \( z_i = [z_{i1}, z_{i2}, \ldots, z_{iN}] \) contains the coefficients of the combination. With proper norm based regularization on \( z_i \), the model in (9) ensures the representation using samples in \( S \).

However, given an arbitrary subspace \( S \), we have \( n > d \) where \( n \) is the number of samples in \( S \) and \( d \) is the intrinsic rank of \( S \). Thus, for \( x_i \), a model needs to select \( d \) samples for linear representation from \( n \) candidates, which is not unique in general [54]. Meanwhile, the samples can often lie near the intersection of multiple subspaces in real applications, and the combination may contain redundant or incorrect connections which affects the detection of the connected components.

The intra-subspace projection dominance property of the self-expression in (7) for \( \xi = 1, 2, \infty, \) etc., has been shown by Peng et al. [19], which indicates that the coefficients over intra-subspace samples are likely to be larger than those over inter-subspace samples. Note in the linear representation system by \( Z \), \( x_j \in S \) may not necessarily choose \( x_i \) in its sparse representation even if \( x_i \in S \) and \( x_j \) is represented by a linear combination of some points including \( x_j \) [54]. Namely, such asymmetric representation issues are likely to occur. Therefore, we introduce the symmetric nonnegative affinity matrix \( W \) as

\[
W = \frac{1}{2}(|Z| + |Z|^T), \quad (10)
\]

to guarantee that the nodes \( x_i \) and \( x_j \) are connected to each other. Similar to [18], [19], we first collect the samples with top \( \eta \) coefficients in \( w_i \) for \( x_i \), where the parameter \( \eta \) is empirically determined from experiments discussed in Section 7.2.

Fig. 2. Illustration of the requirement that \( x_j \) (with green circle) is the good neighbor of \( x_i \) (with blue circle) assuming \( \mu = 1 \). Samples with gray circle are the \( \eta \)-neighbors of the corresponding sample. The lines indicate the connections in the affinity graph. As shown by the blue connections, \( x_i, x_j \) and \( x_k \) are on same path as defined in Definition 5.

Definition 3. (\( \eta \)-neighbors) For each sample \( x_i \), its \( \eta \)-neighbors (constructing the set \( N_\eta(x_i) \in \mathbb{R}^{1 \times \eta} \)) are defined as follows:

\[
N_\eta(x_i) = \text{arg max } \sum_{j=1}^{\eta} |w_{ij}|. \quad (11)
\]

The definition of \( \eta \)-neighbors is in spirit similar to the work [57] which preserves the max \( \gamma \) entries in \( w_i \) (\( \gamma < \eta < n \) where \( n \) is the number of samples in each subspace). Since larger \( w_{ij} \) usually reflects a higher similarity between \( x_i \) and \( x_j \) and \( \gamma < \eta < n \), the model in [57] guarantees the sparsity and subspace-preserving properties of \( W \). However, preserving only the connections with largest \( \gamma \) weights does not guarantee that vertices within one cluster form a connected component due to the trade-off between the sparsity and the connectivity [13]. Therefore, the spectral clustering conducted on the sparse coefficient matrix derived by [57] may potentially over-segment the samples, i.e., assigning \( x_i \in S \) and \( x_j \in S \) to different clusters.

To preserve both the sparsity property of \( G \) and connectivity property of each \( G_S \), we define the good neighbors of each sample which induce the key latent connections in a graph. For each sample \( x_i \), we preserve \( \gamma \) good neighbors from its \( \eta \)-neighbors \( N_\eta(x_i) \) rather than \( \gamma \) largest entries from \( w_i \), of which the connectivity within subspace is proved in Section 5.2.

Definition 4. (Good Neighbor) We determine whether \( x_j \in N_\eta(x_i) \) is a good neighbor of \( x_i \). Given the \( \eta \)-neighbors of \( x_i \), i.e., \( N_\eta(x_i) \), if there are \( \mu \) samples \( \{x_{i_l}\}_{l=1}^{\mu} \subset N_\eta(x_i) \) which satisfy:

\[
\phi(x_j, N_\eta(x_i)) \times \prod_{l=2}^{\mu} \phi(x_{i_l-1}, N_\eta(x_{i_l})) \times \phi(x_{i_1}, N_\eta(x_{i})) = 1, \quad (12)
\]

where \( \mu \leq \eta, \ i = \{1, 2, \ldots, \mu\} \) is the set of ordinals and \( \phi \) is the indicator function, then \( x_j \) is the good neighbor of \( x_i \).

For each sample \( x_i \), we consider its \( \eta \)-neighbors \( N_\eta(x_i) \) as the candidates of good neighbors. We analyze the candidates sequentially to generate \( \gamma \) good neighbors of \( x_i \), where the parameter \( \gamma < \eta \) is determined by the intrinsic rank of each subspace and will be verified via experiment in Section 7.2. If there are less than \( \gamma \) candidates which satisfy the condition in (12), we consider the candidates with largest coefficients as the relaxed good neighbors.

We then present the graph representation of good neighbors. For samples \( X_S \) in each subspace \( S \), we extract only the affinities
between the samples and its η-neighbors to construct a new subgraph \(G_{\text{S}}\) of \((X_{\text{S}}, W_{\text{S}})\). Each sample and one of its η-neighbors are connected via a path, which can be extended to a longer connection with multiple samples.

**Definition 5. (Good Neighbor: A Graph Interpretation)** We determine whether \(x_i \in N_\eta(x_j)\) is a good neighbor of \(x_i\). Given the subgraph \(G_{\text{S}}\) of which we have \(x_i \in V_{\text{S}}\), and the η-neighbors \(N_\eta(x_i)\) which are connected with \(x_i\). If there is a path between \(x_i\) and \(x_j\) with other μ samples \(\{x_k\}_{k=1}^\mu \subset N_\eta(x_i)\), where \(\mu \leq \eta\), \(i \in \mathbb{R}^\mu\) is the set of ordinals, then \(x_j\) is the good neighbor of \(x_i\).

The good neighbor of \(x_i\), e.g., \(x_j\), is required to be connected to not only \(x_i\) but also other μ samples selected from \(N_\eta(x_i)\) which form a path to \(x_i\). Therefore, more latent connections between \(x_i\) and its good neighbor \(x_j\) are guaranteed while existing a typical subspace closeted method only ensures one connection for each sample pair.

Figure 2 shows the requirement that \(x_j\) is the good neighbor of \(x_i\) when we set \(\mu = 1\). In this case, \(x_j\) belongs to the η-neighbors of \(x_i\), \(x_k\) belongs to the η-neighbors of \(x_j\) and sequentially \(x_i\) belongs to the η-neighbors of \(x_k\). Namely, the good neighbor of each sample ensures a local connectivity among its η-neighbors. For \(x_i \in \mathcal{S}\), we find \(\eta \leq \frac{n}{2}\) good neighbors, where \(n\) denotes the number of samples in \(\mathcal{S}\). Here, we set \(\eta < \eta\) while \(\eta\) is sufficiently large to support the selection process of good neighbors. In the remainder, we use \(\mathcal{N} \subset \mathbb{R}^{\eta \times N}\) to determine the collection of good neighbors, of which \(\mathcal{N}_i \subset \mathbb{R}^{\eta}\) denotes the set of good neighbors of \(x_i\). We use \(\gamma\) to control the sparsity and \(\mu\) to control the connectivity. We discuss the details of these parameters in the next section.

### 4.2 Finding Good Neighbors for Subspace Clustering

In this section, we introduce a method to improve the subspace clustering algorithms by finding good neighbors. We first generate the good neighbor matrix \(\mathcal{N}\) according to the Definition 4 and 5. We then solve Problem 1 by updating \(Z\) for a new coefficient matrix \(Z^*\). Finally, we exploit the structure of the collection of multi-subspace data using a spectral clustering algorithm.

The main step for Finding Good Neighbors (FGN) are summarized in Algorithm 1. Given the collection of \(N\) data samples \(\{x_i\}_{i=1}^N\) which lie in a union of \(K\) subspaces, the FGN method first computes the coefficient matrix \(Z\) via an off-the-shelf optimization function in (7). Then the symmetric nonnegative affinity matrix \(W\) is obtained via (10).

For each sample \(x_i\), \(i \in \{1, 2, \ldots, N\}\), we aim to find its η good neighbors which satisfy Definition 4. We first generate its η-neighbors \(N_\eta(x_i) \subset \mathbb{R}^\eta\) by (11), where we set \(\eta > \gamma\) for the pruning process. The samples in \(N_\eta(x_i)\) are the candidate of the η good neighbors of \(x_i\).

To determine whether \(x_j \in N_\eta(x_i)\) is a good neighbor of \(x_i\), we design a scoring scheme by traversing on \(N_\eta(x_i)\) instead of using (12) which is NP-hard. We instantiate the process by setting \(\mu = 1\), denoting that the path between \(x_i\) and one of its good neighbors must contain one different neighbor of \(x_i\). Given \(x_j \in N_\eta(x_i)\) and \(N_\eta(x_j) = \{x_{j_m}\}_{m=1}^\eta\), we compute the score \(s_{ij}\) for \(x_i\) and \(x_j\) by the following equation:

\[
s_{ij} = \sum_{m=1}^\eta \phi(i, N_\eta(x_{j_m})). \tag{13}\]

We consider \(x_j\) as the good neighbor of \(x_i\) whichever \(s_{ij} > \varepsilon\) where \(\varepsilon\) is a threshold which is discussed in Section 7.2.

We obtain each \(\mathcal{N}_i\) by picking the first \(\gamma\) candidates from the corresponding \(N_\eta(x_i)\) which satisfy the aforementioned requirement. If we cannot find \(\gamma\) good neighbors for \(x_i\), we select the candidate \(\hat{x}\) which holds the largest similarity in \(N_\eta(x_i)\) for relaxation:

\[
\hat{x} = \arg \max_{x_i} |w_{ii}|, \tag{14}
\]

where \(w_{ii}\) indicates the similarity between \(x_i\) and \(x_{i_1}\).

We update a new coefficient matrix \(Z^*\) according to the good neighbor matrix \(\mathcal{N}\) generated from Algorithm 1. We compute each entry \(z_{ij}^*\) of \(Z^*\) by:

\[
z_{ij}^* = \begin{cases} 
\frac{\left(\sum_{l=1}^\gamma w_{il}\right)}{\gamma}, & \text{if } x_j \in \mathcal{N}_i; \\
0, & \text{if } x_j \notin \mathcal{N}_i.
\end{cases} \tag{15}
\]

where \(W\) is the affinity matrix computed by (10) and \(i\) is the set of ordinals of the good neighbors of \(x_i\). Obviously, we have \(0 \leq z_{ij}^* < 1\). We introduce the normalization process on the similarities to handle the problem that the followed spectral clustering puts more emphasis on keeping the stronger connections in the graph [16], [54].

After generating the updated coefficient matrix \(Z^*\), the next step is to infer the subspace structure of the data samples using

---

**Algorithm 1 : Finding Good Neighbors (FGN)**

**Input:** \(Z = [z_1, \ldots, z_N] \in \mathbb{R}^{N \times N}\), \(\gamma, \eta, \varepsilon\).

1: compute the affinity matrix \(W\) by (10);
2: for \(i = 1 : N\) do
3: compute the η-neighbors \(N_\eta(x_i) = \{x_{j_l}\}_{l=1}^\gamma\) by (11);
4: \(m = 1\);
5: for \(l = 1 : \eta\) do
6: compute \(s_{il}\) for \(x_{il} \in N_\eta(x_i)\) using (13);
7: if \(s_{il} > \varepsilon\) and \(m < \eta\) then
8: \(N_1 = N_\eta \cup x_{il}\);  
9: \(m = m + 1\);
10: end if
11: if \(m > \gamma\) then
12: \(\mathcal{N}_i = \mathcal{N}_1 \cup \hat{x}\) where \(\hat{x}\) is computed by (14);
13: end if
14: end for
15: end for

**Output:** Good neighbor matrix \(\mathcal{N}\).

---

**Algorithm 2 : Finding Good Neighbors for Subspace Clustering**

**Input:** \(X = [x_1, \ldots, x_N] \in \mathbb{R}^{D \times N}\), \(K, \eta, \gamma, \varepsilon\).

1: Generate \(Z \in \mathbb{R}^{N \times N}\) via (7).
2: Use Algorithm 1 to obtain the good neighbor matrix \(\mathcal{N}\).
3: for \(i = 1 : N\) do
4: compute \(z_{ij}^*\) in \(Z^*\) via (15).
5: end for
6: Let \(W^* = \frac{1}{2}(|Z^*| + |Z^*|^\top)\) and compute segmentation from \(W^*\) by spectral clustering [12].

**Output:** Labels of samples \(\mathcal{L} \subset \mathbb{R}^N\).
the sparse coefficients. To address this problem, we first compute the new affinity matrix $W^*$ by

$$W^* = \frac{1}{2} (|Z^*| + |Z^*|^T).$$

(16)

Therefore, each node $x_i$ connects itself to one of its good neighbors $x_j \in \mathcal{N}_i$ by an edge with the weight being $\frac{1}{2} (|z_{ij}| + |z_{ji}|)$. We construct a new affinity graph $G^*$ according to $W^*$. Subsequently, the normalized cut method [12] is applied to $G^*$ in a way similar to [11], [42], [58] to generate the final segmentation results, i.e., the labels of the samples $L \in \mathbb{R}^N$. The main procedures of FGNSC are illustrated in Figure 1 and summarized in Algorithm 2.

The proposed FGNSC algorithm is a general post-processing module that can be complementary to other spectral clustering algorithms, especially for those developed based on dense coefficient matrices. It transforms the coefficient matrix $Z$ into a sparser $Z^*$, and preserves the connectivity within each subspace by finding good neighbors for each sample.

5 THEORETICAL ANALYSIS

In this section, we present the theoretical analysis of the subspace-preserving and the connectivity properties for the $Z^*$ generated by the proposed algorithm.

5.1 Subspace-Preserving Property

The intrinsic requirement for the success of the spectral based subspace clustering methods is that the optimization process recovers a linear representation of each sample [54]. Specifically, the non-zero entries of the representation $z_i$ should correspond to the subspace of the given sample $x_i$. We prove the consistency of the proposed post-processing method by introducing the following lemma.

Lemma 1. (Intra-subspace projection dominance [19]) The correlation space $Z$ derived by the $\ell_1$, $\ell_2$ or nuclear norm based linear projection has the intra-subspace projection dominance property, i.e., for all $x_p, x_q \in \mathcal{S}$ and $x_k \notin \mathcal{S}$, we have $z_{pq} \geq z_{pk}$ [19].

Proposition 1. The obtained $Z^*$ by the proposed algorithm has the subspace-preserving property as defined in Definition 1, i.e., $z^*_{ij} = 0$ for all $x_i \in \mathcal{S}$ and $x_j \notin \mathcal{S}$.

Proof. For each sample $x_i$, we compute its $\eta$-neighbors $\mathcal{N}_\eta(x_i)$ from (11) which selects the connections with top $\eta$ values of the $w_i$. Considering the IPD in Lemma 1 and $\eta < n$ where $n$ is the number of samples in one subspace, it follows that the candidate $\eta$-neighbors of $x_i$ are in the same subspace with $x_i$, i.e., $x_i \in \mathcal{S}$ if and only if $\mathcal{N}_\eta(x_i) \subset \mathcal{S}$. Since we generate the good neighbors from the $\eta$-neighbors, we have $\mathcal{N}_\eta \subset \mathcal{S}$. Therefore, as we set $z^*_{ij} = 0$ if $x_j \notin \mathcal{N}_\eta$ as shown in (15), the subspace-preserving property of $Z^*$ is thus proved. $\square$

Note the IPD property [19] is enforced from the optimization schemes based on various norms, including the $\ell_1, \ell_2, \ell_\infty$ norm and the nuclear norm. Therefore, the coefficient matrix $Z^*$ derived by the proposed FGNSC algorithm has the subspace-preserving property when combined with most existing linear representation schemes.

5.2 Connectivity

Conventional subspace clustering methods [13], [20], [59] enforces the connectivity property by preserving dense connections within each subspace. In this paper, we exploit the latent connectivity for each subspace with a sparse affinity graph of which each connection induces multiple correlations between samples. We first introduce the lemma for proving the connectivity property preserved by the proposed algorithm.

Lemma 2. (Connected graph [60]) Given the graph $G = (V, E)$, it is connected if and only if $G$ meets the following requirement:

- $\forall v_i, v_j, e_{ij} = e_{ji} \neq 0,
- \sum_{e_{ij} \in E} e_{ij} \geq n - 1$.

where $i \in \mathbb{R}^{l-2}$ contains the ordinals of the samples which lie on the path between $v_i$ and $v_j$, and $l$ is the length of the path (number of samples on the path).

Note if we have $l = 2$, then the graph $G$ is fully connected.

To verify the connectivity property as in Definition 2, we need to prove that each subgraph $G_S = (V, E_S)$ is connected as defined in Lemma 2. We instantiate the verification process with an arbitrary sample $x_i \in \mathcal{S}$ such that $x_i$ is connected to the other $n - 1$ points in $\mathcal{S}$.

Proposition 2. The subgraph $G_S = (X_S, W^*_S)$ is a connected graph if the parameter $\gamma$ and $\mu$ satisfy:

$$\gamma + \mu \geq n.$$ (17)

Here, $X_S = \{x_i\}_{i=1}^{n}$ contains the samples in $\mathcal{S}$ and $n$ is the number of samples in $\mathcal{S}$. The $W^*_S$ is a block of $W^*$ in (16) derived from $\mathcal{N}_S$ where $\mathcal{N}_S = \{x_i\}_{i=1}^{n}$ denotes the matrix of the good neighbors for the samples in $\mathcal{S}$.

Proof. We aim to verify the existence of $n - 1$ connections for an arbitrary sample $x_i$, either directly or latently.

Note $x_i$ is connected to each of its good neighbors directly according to (15). Given the set of $\gamma$ good neighbors for $x_i$, i.e., $\{x_{i1}\}_{i=1}^{\gamma}$, the connectivity between $x_i$ and these $u_{i1}$ points is guaranteed. In addition, for each of its good neighbors $x_j$, there are $\mu$ neighbors on the path between $x_i$ and $x_j$ as shown in Definition 5. Therefore, $x_i$ is guaranteed to be connected with another $v_{1}$ samples latently where $\mu \leq v_{1} \leq \gamma \mu$.

Next, we consider the connections derived from the good neighbors $\{x_{i1}\}_{i=1}^{\gamma}$. For each $x_{1}$, it brings $u_{2} + v_{2}$ new connections by the samples in $\mathcal{N}_i$, where we have $0 \leq u_{2} + v_{2} \leq \gamma (\mu + 1)$. Thus the $\gamma$ good neighbors introduce $u_{2} + v_{2} \in \{0, \gamma (\mu + 1)\}$ new connections for $x_i$.

Note that all $\{x_{i1}\}_{i=1}^{\gamma}$ have good neighbors, which can bring new latent connections for $x_i$. For clear illustration, we take the strongest $\sum_{i=1}^{\gamma} u_{1} + v_{1}$ connections into account. According to Lemma 2, we have the following condition for a connected graph $G$:

$$\sum_{m=1}^{2} \gamma^m (\mu + 1) \geq n - 1,$$ (18)

where $n$ is the number of samples in $\mathcal{S}$. The relationship among $\gamma$, $\mu$ and $n$ can be described by $(\mu + 1) \gamma^2 + \mu \gamma + 2 \geq n$ as in (17). For the worst case, $G$ can also be connected by the following constraint:

$$\max(\gamma, \mu) \geq n - 1.$$ (19)
In addition, the number of clusters due to the noise or outliers introduced by the clustering operation. For example, the data may not lie perfectly on a union of subspaces [30], subspace-preserving property of the correlation matrix $Z$ does not hold in the presence of outliers as inter-cluster connections [30], [61] are introduced. In contrast to existing methods [1], [31] which optimize the noisy entries in a unified framework by incorporating a term $E$ in (8), we remove the outliers by eliminating the wrong connections according to the mapped affinity graph.

As shown in Figure 2, given the samples $x_i$ and $x_j$, the good neighborhood relationship requires not only the connection between $x_i$ and $x_j$, but also the connections from $x_j$ to $x_k$ and from $x_k$ to $x_i$. If $x_j$ is one of the outliers which happens to be connected with $x_i$, we have $x_j \notin N_0(x_k)$ with a high probability. Therefore, the proposed model is robust to the outliers while a larger $\mu$ induces better robustness.

### 6.2 Estimating the Number of Clusters

In most real-world applications, the number of clusters, i.e., $K$, is usually unknown when spectral clustering [2], [27], [62] is used. Theoretically, the model estimation problem in subspace clustering, i.e., estimating the number of clusters, can be handled by counting the number of non-zero eigenvalues of the Laplacian matrix $L$ [44]. Here, the Laplacian matrix $L$ is derived by

$$L = I - D^{-\frac{1}{2}}WD^{-\frac{1}{2}},$$

(20)

where $I$ is the identity matrix, $D$ is the diagonal degree matrix where $d_{ii} = \sum_{j=1}^{N}w_{ij}$. However, the existence of the non-zero eigenvalues relies on the strict block-diagonal property of the permuted $W$, i.e., $w_{ij} \neq 0$ only if $x_i \in S$ and $x_j \in S$. Therefore, it is generally challenging to obtain a correct estimate due to the existence of non-zero entries [19], i.e., $w_{ij} \neq 0$ but $x_i \in S$ and $x_j \notin S$. Sequentially, Liu et al. [44] propose a soft thresholding approach to estimate $\hat{K}$ by:

$$\hat{K} = N - \text{int}\left(\sum_{i=1}^{N}f_\tau(\sigma_i)\right),$$

(21)

where $N$ is the number of samples in the dataset, $\{\sigma_i\}_{i=1}^{N}$ denotes a set of singular values of $L$ and $\text{int}(\cdot)$ outputs the nearest integer of a real number. The soft thresholding operator $f_\tau(\cdot)$ is defined as:

$$f_\tau(\sigma_i) = \begin{cases} 1, & \text{if } \sigma > \tau; \\ \log_2(1 + \frac{\sigma^2}{\tau^2}), & \text{otherwise}, \end{cases}$$

(22)

where $\tau$ is the learned threshold to eliminate the errors of $\{\sigma_i\}_{i=1}^{N}$. As shown in Proposition 1, the subspace-preserving property of $Z^*$ and thus $W^*$ is guaranteed. In addition, as described in Section 7.4 and Figure 5, $W^*$ holds stricter block-diagonal property than $W$ derived by other methods. Therefore, it is easier to obtain the value of $\tau$ that is robust to variation of cluster numbers in this work.

### 7 Experimental Results

We first demonstrate effectiveness of the proposed good neighbors for subspace clustering and then evaluate the FGNSC algorithm against the state-of-the-art methods. In addition, we analyze the efficiency of the algorithm in terms of run-time.

#### 7.1 Experimental Settings

In the experiments except for Section 7.6, the FGNSC algorithm consists of the smooth representation (SMR, [50]) in (4), FGN in Algorithm 1 and spectral clustering [12]. We first find a proper assignment of the parameters, e.g., $\gamma$, and $\mu$. Next, we show the
Evaluated datasets. The image size used in the experiments are shown in the last column.

<table>
<thead>
<tr>
<th>Datasets</th>
<th># of Classes</th>
<th>Samples per Class</th>
<th>Original Size</th>
<th>After Resizing</th>
</tr>
</thead>
<tbody>
<tr>
<td>EYaleB</td>
<td>38</td>
<td>64</td>
<td>192×168</td>
<td>48×42</td>
</tr>
<tr>
<td>COIL-20</td>
<td>20</td>
<td>72</td>
<td>448×416</td>
<td>64×64</td>
</tr>
<tr>
<td>MNIST</td>
<td>10</td>
<td>300</td>
<td>28×28</td>
<td>28×28</td>
</tr>
<tr>
<td>USPS</td>
<td>10</td>
<td>300</td>
<td>16×16</td>
<td>16×16</td>
</tr>
<tr>
<td>AR</td>
<td>100</td>
<td>26</td>
<td>165×120</td>
<td>48×42</td>
</tr>
</tbody>
</table>

effectiveness of the good neighbor matrix $N$ by contrasting the error rate of $N$ using the pre-defined metric $N_e$ and the accuracy of the final labels $L$. We also compare the affinity matrix derived by several methods to verify the trade-off between the subspace-preserving property and the connectivity. Finally, we evaluate the FGNSC algorithm on five benchmark datasets. In the tables on clustering results, each entry indicates the average of fifty trials with different combinations of classes (except those of the whole datasets). The source code will be made available to the public for reproducible research.

Datasets. We conduct the experiments on the extended Yale B (EYaleB [63]), COIL-20 [64], MNIST [65], USPS [66] and AR [67] datasets. The images are resized to $p \times q$ pixels to form the data vectors $x_i \in \mathbb{R}^{pq}$, and concatenated together to form $X$. Table 1 shows the details of the datasets.

Evaluatd methods. We compare the proposed FGNSC algorithm with the state-of-the-art subspace clustering methods including SSC (with the ADMM solver) [1], [54], spatSC [41], L2-Graph [19], LSR [49], SMR [50], SSC-OMP [38], ORGEN [13], RSSC [36], NSN [33], iPursuit [18], [55], OSC [23] and LRR [44]. In the experiments, we tune the parameters for these methods to achieve the best results.

Metrics. We evaluate all the methods using two widely-used metrics in clustering: clustering accuracy (ACC) and normalized mutual information (NMI). In addition, we define the $N_e$ metric to evaluate the matrix of good neighbors. Let $g_i$ be the set of intra-class samples for $x_i$ generated from the ground-truth, and $n_{ij}$ be the $j$-th good neighbor of $x_i$ ($j \in [1 : \gamma]$ where $\gamma$ denotes the number of good neighbors for each sample). We define $N_e$ by

$$N_e = 1 - \frac{\sum_{i=1}^{N} \sum_{j=1}^{\gamma} \phi(n_{ij}, g_i)}{N \times \gamma},$$

(23)

where $\phi(\cdot, \cdot)$ is the indicator function as defined in (6). A smaller value of $N_e$ indicates better performance.

7.2 Parameters

For computational efficiency, we set $\varepsilon = 1$, which means that if $s_{ij}$ from (13) satisfies $s_{ij} \geq 1$, then $x_j$ is considered as a good neighbor of $x_i$.

To optimize the connectivity of each subspace, we evaluate the impact of $\gamma$ and $\mu$ on a subset of 8 subjects from the extended Yale B dataset. Since the connections between samples become weaker with a longer path, we fix $\mu = 1$ and optimize $\gamma$ for the best assignment. Using (17) with $\mu = 1$ and $n = 64$, we have the least $\gamma \geq \frac{\sqrt{257}}{3}\frac{1}{4} > 5$. For each experiment, we assign the value of $\gamma \in [3 : 12]$ and obtain the curves as shown in Figure 4. As we obtain the ACC = $[0.3073, 0.8281]$ and NMI = $[0.1148, 0.7528]$ with $\gamma = [1, 2]$ respectively, we do not add them to the figure for better illustration.

The curves in Figure 4 indicates that the FGNSC algorithm does not perform well with $\gamma = [3, 4]$. When $\gamma$ is increased, the FGNSC algorithm achieves better performance until reaching the peak value with $\gamma = 8$. Therefore, we use $\gamma = 8$ and $\mu = 1$ for the rest of the experiments. Accordingly, we set $\eta = 20$ for (11) considering the balance between the computational efficiency and the effectiveness for selecting $\gamma$ good neighbors.

7.3 Matrix of Good Neighbors

The coefficient matrices derived by the SSC-OMP [38] and iPursuit [18] methods is computed based on correlation of neighboring data points in the data space. In this section, we analyze the effects of $N$ by comparing the SSC-OMP, iPursuit and FGNSC methods.

We select the images of $N_e$ subjects from the extended Yale B dataset with $N_e \in \{3, 5, 8, 10, 15, 20, 25, 30, 35, 38\}$ and $\gamma = 8$ for all three methods. We use the $N_e$ metric in (23) to evaluate the neighborhood matrix $N$ derived by these methods and ACC to evaluate the segmentation results. Table 2 shows the experimental results. Overall, the FGNSC algorithm achieves the accuracy of more than 94% on all subsets, with the error $N_e$ of less than 9%. In contrast, the SSC-OMP method does not perform well. It achieves the clustering accuracy of less than 60% on the set of 38 subjects with the error rate of the neighbor matrix being 39.84%.

7.4 Affinity Matrix

We evaluate six clustering methods in terms of affinity matrix $W$ in (10) and (16). Figure 5 shows the affinity matrices derived by the evaluated methods. We carry out the experiments on the first three digits of MNIST for clear illustration. For each digit, we choose the first 300 images to construct the subset. Figure 5(f) is the affinity matrix derived by the FGNSC algorithm. This affinity matrix is generated from the original coefficient matrix in Figure 5(b) computed by the SMR [50] method. Note the affinity matrix $W$ in Figure 5(f) has the better sparsity and block-diagonal property, both of which are important for spectral clustering and lead to the accuracy of 98.11% and the NMI of 0.9140.

In Figure 5(e), we preserve the top $\gamma$ entries for each column of the $W$ in Figure 5(b) to contrast the FGNSC algorithm with the L2-Graph in [19]. More erroneous connections are introduced in Figure 5(e) than Figure 5(f) since several digits may lie on...
the intersection of the subspaces and wrong combinations for the representations may be generated.

7.5 Comparison to the State-of-the-Art Methods

Table 3 shows the run-time of the FGNSC algorithm and other methods using subsets from the extended Yale B dataset on a machine with a 2.93GHz CPU and 32 GB RAM. Table 4 shows the clustering results in terms of average ACC and NMI. Overall, the proposed FGNSC algorithm performs favorably against the state-of-the-art consistently on five benchmarks.

On the extended Yale B dataset, the FGNSC algorithm performs well in terms of ACC and NMI. The ACC by the FGNSC algorithm is more than 94% and the NMI of more than 0.9 on all subsets. The SMR method achieves an accuracy of 96% with $N_c = 8$ but the performance declines when the dataset becomes larger. The main reason is that the coefficient matrix $Z$ derived by the SMR method has many redundant connections such that the spectral clustering does not perform well. The iPursuit method also achieves the NMI of more than 0.9 on all subsets. However it requires more than 400 seconds on the whole dataset. The FGNSC algorithm takes 90 seconds to process the entire extended Yale B dataset with 38 classes, but most of the run-time is on computing the initial $Z$ by the SMR method which uses 75 seconds.

The FGNSC method performs well on the COIL-20 dataset especially for $N_c = 5$ with an average accuracy of more than 99% and an NMI of more than 0.98. The subspace structure of the COIL-20 dataset is amicable to the FGNSC algorithm since samples in the same cluster are close (as a result of dense sampling with clean backgrounds) and samples in different clusters are distinct (as a result of diverse object classes).

The FGNSC algorithm performs well on the MINST dataset especially on the subset with three digits. However, the average accuracy decreases to 75% for the whole dataset when $N_c = 10$. This can be attributed to the fact that some handwritten digits are similar (e.g., 3 and 8; 1 and 7). We note that the SSC-OMP scheme performs worse, with accuracy dropping from 97.64% when $N_c = 3$ to 53.30% when $N_c = 10$.

On the USPS dataset, the FGNSC algorithm exhibits similar performance trend to that on the MNIST set. The ORGEN scheme performs better than the FGNSC method on the USPS dataset, mainly because the performance of the SMR method is poor in terms of the NMI (around 50% on all scale of subsets).

The accuracy of the ORGEN method is less than 26% on the AR dataset, while the FGNSC algorithm achieves accuracy of more than 84%. It is difficult to cluster the AR dataset as it contains real-world images of faces. While the background is simple, the face images are not aligned well. Most clustering algorithms based on sparsity, e.g., SSC-OMP and SSC, do not perform well as the connections between samples are not extracted well.

7.6 Combination with Other Subspace Models

In this section, we combine the proposed FGN method with other subspace clustering methods, i.e., LSR [49], OSC [23], spatSC [41] and LRR [44], rather than SMR [50]. For each experiment, we first compute the initialized coefficient matrix $Z$ by each subspace scheme. The FGN method is then used to generate $Z^*$. Finally, the spectral clustering is carried out on both $Z$ and $Z^*$. Table 5 shows the clustering results by all the evaluated methods.

The proposed post-processing module significantly enhances the performance of the evaluated subspace clustering algorithms with different representation terms. For instance, the low rank
with different representation schemes. Both sparsity and connectivity properties within each subspace module, this algorithm achieves the ACC of 82% on the Yale B dataset with 38 subjects. When combined with the FGN method, the FGNSC algorithm takes 90 seconds but most of which is on computing the initial coefficient (75 seconds).

## 8 Conclusions

In this work, we propose the FGNSC algorithm to exploit both sparsity and connectivity properties within each subspace for effective subspace clustering. We find good neighbors for each sample by utilizing the correlation information contained in the initial affinity matrix rather than the input data space. The relationship of good neighbors requires not only the direct connections derived by pairwise correlations but also the latent connections induced by other samples on the connected path. Sequentially, the good neighbors introduce high probability that the samples are within the same subspace and are strongly connected. We then reassign the coefficients of the selected good neighbors and eliminate other values such that good neighbors have greater opportunity to be segmented into the same cluster. In addition, we present the theoretical guarantee of the subspace-preserving representation (LRR) [44] minimizes the nuclear norm $\|Z\|_*$ to generate a dense coefficient matrix $Z$, which leads to the accuracy of less than 60% and the NMI of 0.6331 on the extended Yale B dataset with 38 subjects. When combined with the FGN module, this algorithm achieves the ACC of 82.85% and the NMI of 0.8891. As the proposed FGN method preserves only the key connections and eliminates noisy ones, it performs well with different representation schemes.

### 8.1 Tables

#### Table 3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yale B</td>
<td>8</td>
<td>ACC</td>
<td>69.61</td>
<td>0.20</td>
<td>0.08</td>
<td>0.98</td>
<td>0.64</td>
<td>0.36</td>
<td>0.99</td>
<td>6.92</td>
<td>0.45</td>
<td>12.87</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>ACC</td>
<td>118.50</td>
<td>0.84</td>
<td>0.28</td>
<td>2.02</td>
<td>3.28</td>
<td>1.06</td>
<td>1.92</td>
<td>17.44</td>
<td>1.29</td>
<td>26.51</td>
<td>3.71</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>ACC</td>
<td>658.52</td>
<td>4.90</td>
<td>2.24</td>
<td>9.08</td>
<td>30.61</td>
<td>3.17</td>
<td>4.69</td>
<td>83.29</td>
<td>7.93</td>
<td>256.59</td>
<td>37.45</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>ACC</td>
<td>1239.90</td>
<td>8.66</td>
<td>5.76</td>
<td>17.93</td>
<td>75.24</td>
<td>4.88</td>
<td>7.17</td>
<td>147.39</td>
<td>13.78</td>
<td>422.35</td>
<td>91.73</td>
</tr>
</tbody>
</table>

#### Table 4

Clustering results of evaluated algorithms on five datasets: extended Yale B [63], COIL-20 [64], MNIST [65], USPS [66] and AR [67]. Each experiment is carried out fifty times and the average results are reported. The best results are shown in boldface.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yale B</td>
<td>8</td>
<td>ACC</td>
<td>69.61</td>
<td>0.20</td>
<td>0.08</td>
<td>0.98</td>
<td>0.64</td>
<td>0.36</td>
<td>0.99</td>
<td>6.92</td>
<td>0.45</td>
<td>12.87</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>ACC</td>
<td>118.50</td>
<td>0.84</td>
<td>0.28</td>
<td>2.02</td>
<td>3.28</td>
<td>1.06</td>
<td>1.92</td>
<td>17.44</td>
<td>1.29</td>
<td>26.51</td>
<td>3.71</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>ACC</td>
<td>658.52</td>
<td>4.90</td>
<td>2.24</td>
<td>9.08</td>
<td>30.61</td>
<td>3.17</td>
<td>4.69</td>
<td>83.29</td>
<td>7.93</td>
<td>256.59</td>
<td>37.45</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>ACC</td>
<td>1239.90</td>
<td>8.66</td>
<td>5.76</td>
<td>17.93</td>
<td>75.24</td>
<td>4.88</td>
<td>7.17</td>
<td>147.39</td>
<td>13.78</td>
<td>422.35</td>
<td>91.73</td>
</tr>
<tr>
<td>COIL-20</td>
<td>5</td>
<td>ACC</td>
<td>60.18</td>
<td>0.04</td>
<td>1.23</td>
<td>0.31</td>
<td>3.27</td>
<td>1.57</td>
<td>1.13</td>
<td>11.50</td>
<td>0.92</td>
<td>25.07</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>ACC</td>
<td>59.44</td>
<td>0.04</td>
<td>1.23</td>
<td>0.31</td>
<td>3.27</td>
<td>1.57</td>
<td>1.13</td>
<td>11.50</td>
<td>0.92</td>
<td>25.07</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>ACC</td>
<td>58.72</td>
<td>0.04</td>
<td>1.23</td>
<td>0.31</td>
<td>3.27</td>
<td>1.57</td>
<td>1.13</td>
<td>11.50</td>
<td>0.92</td>
<td>25.07</td>
<td>0.81</td>
</tr>
<tr>
<td>MNIST</td>
<td>3</td>
<td>ACC</td>
<td>71.39</td>
<td>0.10</td>
<td>0.45</td>
<td>0.11</td>
<td>0.54</td>
<td>0.48</td>
<td>0.05</td>
<td>1.60</td>
<td>0.11</td>
<td>12.02</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>ACC</td>
<td>70.17</td>
<td>0.10</td>
<td>0.45</td>
<td>0.11</td>
<td>0.54</td>
<td>0.48</td>
<td>0.05</td>
<td>1.60</td>
<td>0.11</td>
<td>12.02</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>ACC</td>
<td>69.95</td>
<td>0.10</td>
<td>0.45</td>
<td>0.11</td>
<td>0.54</td>
<td>0.48</td>
<td>0.05</td>
<td>1.60</td>
<td>0.11</td>
<td>12.02</td>
<td>0.95</td>
</tr>
<tr>
<td>USPS</td>
<td>3</td>
<td>ACC</td>
<td>65.81</td>
<td>0.04</td>
<td>1.23</td>
<td>0.31</td>
<td>3.27</td>
<td>1.57</td>
<td>1.13</td>
<td>11.50</td>
<td>0.92</td>
<td>25.07</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>ACC</td>
<td>60.18</td>
<td>0.04</td>
<td>1.23</td>
<td>0.31</td>
<td>3.27</td>
<td>1.57</td>
<td>1.13</td>
<td>11.50</td>
<td>0.92</td>
<td>25.07</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>ACC</td>
<td>59.44</td>
<td>0.04</td>
<td>1.23</td>
<td>0.31</td>
<td>3.27</td>
<td>1.57</td>
<td>1.13</td>
<td>11.50</td>
<td>0.92</td>
<td>25.07</td>
<td>0.81</td>
</tr>
<tr>
<td>AR</td>
<td>30</td>
<td>ACC</td>
<td>32.91</td>
<td>0.32</td>
<td>0.29</td>
<td>0.74</td>
<td>1.23</td>
<td>0.52</td>
<td>0.05</td>
<td>1.02</td>
<td>0.05</td>
<td>2.56</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>ACC</td>
<td>25.58</td>
<td>0.30</td>
<td>0.27</td>
<td>0.75</td>
<td>1.23</td>
<td>0.52</td>
<td>0.05</td>
<td>1.02</td>
<td>0.05</td>
<td>2.56</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>ACC</td>
<td>23.87</td>
<td>0.30</td>
<td>0.27</td>
<td>0.75</td>
<td>1.23</td>
<td>0.52</td>
<td>0.05</td>
<td>1.02</td>
<td>0.05</td>
<td>2.56</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>ACC</td>
<td>25.54</td>
<td>0.30</td>
<td>0.27</td>
<td>0.75</td>
<td>1.23</td>
<td>0.52</td>
<td>0.05</td>
<td>1.02</td>
<td>0.05</td>
<td>2.56</td>
<td>0.76</td>
</tr>
</tbody>
</table>
property and connectivity of the affinity graph. Extensive experimental results demonstrate the effectiveness and efficiency of the proposed algorithm against the state-of-the-art methods.
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