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Problems	to	be	solved	in	this	paper:
1. Disentangling the low-dimensional subspaces of the 

ambient space
2. Generating diverse samples without any supervision

1. To disentangle the low-dimensional subspaces

2. To control the diversity of generated samples without supervision

The	Coefficient	Matrix	
in	Subspace	Clustering	
is	block-diagonal.	
Each	entry	reflects	the	
similarity between	two	
samples.
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Clusterer: 1. Self-Representation Optimization:

Data samples Coefficient Matrix

2. Eigenvectors of the Laplacian matrix:
Each	of	the	K	eigenvectors
reflects	the	embedding	of	
a	subspace.

Generator: The latent code is composed of three vectors:

Discriminator: 1) Distinguish between real and fake samples; 
2) Classify the inputs into subspaces.

Minimax objective:

Unsupervised	
clustering	
performance	
(adjusted	
clustering	
accuracy)	with	
different	K’s.	

The	Sub-GAN	can	discover	multiple	hidden	attributes	of	the	data.	
The	diversity of	generation	can	be	controlled	by	the	given	number	of	clusters.	

Diversity	scores
with	K	=	10.	

Clustering	
accuracy.

Some	wrongly	grouped	using global	similarity.			--- >	
Refine	the	assignment	in	D	based	on	the	similarity	
of	samples	in	local	batches.	
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Conclusion
1. We present a joint unsupervised framework to simultaneously learn the

subspaces of the ambient space and generating instances accordingly, where
both tasks are mutually optimized;

2. We address the mode collapse problem by specifying the number of distinct
subspaces, from which we generate meaningful and diverse images with
informative visual attributes.


