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Subspace clustering models 
high-dimensional data samples 
into a union of low-dimensional 
linear subspaces. Traditional 
subspace clustering methods 
first optimize the following self-
r e p r e s e n t a t i o n  p r o b l e m 
f o l l o w e d  b y  e m p l o y i n g  a 
spectral clustering to calculate 
the final assignments.
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Error rate of the triplet relationships on top of different 
self-representation schemes. The robustness of triplet 
relationship guarantees the performance of model 
selection and subspace clustering in the unified model.

SCAMS [Li et al., CVPR 2016]

DP [Rodrigues et al., science 2014]

SVD [Liu et al., PAMI 2013]

DP space [Wang et al., ICML 2015]

OURS
Eva luat ion  of  the  extens ions  to  d i f fe rent  se l f -
representations on Extended Yale B dataset with 8 
subjects using NC_e (Left) and NMI (right). As shown, the 
proposed method achieves favorable performance 
against other contrastive methods.

Overall comparison between autoSC and other contrastive methods on subsets of 
extended Yale B and COIL-20 datasets.

Visualization of the clustering 
labels for all contrastive methods 
conducted on extended Yale B 
dataset with 8 subjects.

Any comments or suggestions are welcome.
Email: liang27jie@163.com
Homepage: http://cv.nankai.edu.cn/

1. The triplet relationship induces a high 
relevance and locality which is validated to 
be favorable against the traditional pairwise 
correlation.

2. Our unified framework for joint model 
selection and subspace clustering explores 
the intrinsic geometrical structures using 
triplet relationships, and outperforms the 
existing methods.

m Nearest Neighbor:

Triplet Relationship:

Proposition: Given arbitrary three samples in same triplet, we have that these three samples belong 

to same subspace.

Advantages against pairwise correlation:

1. Triplet relationship is more robust when partitioning the 
inter-cluster samples near the intersection of two subspaces 
due to the complementarity of multiple constrains.
2. It evokes mutual restrictions of neighbored samples thus 
depicts a local geometrical structure, by which we can calculate 
the segmentation greedily.

Reconstruction Loss Regularization Constraint

   
{ }

arg max
i

x
N x

l
il

m

m j , j
l=1

c

Indicator Functions Triplet

1  
x N (x ) x N (x ) x N (x )

i m j j m k k m i
∈ ∈ ∈

1 1 1 =  { }, , x x x
i j k



杨巨峰，梁杰(liang27jie@163.com)，王恺，杨永亮，程明明

Model Selection Reward:

Fusion Reward:

Local Density of Triplet:
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