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Related Work

For image retrieval methods based on bag of visual
words, much attention has been paid to enhancing the
discriminative powers of the local features.
Although retrieved images are usually similar to a query
in minutiae, they may be significantly different from a
semantic perspective, which can be effectively
distinguished by CNNs.
Consequently, we propose to construct a dynamic
match kernel by adaptively calculating the matching
thresholds between query and candidate images based
on the pairwise distance among deep CNN features.
In contrast to the typical static match kernel which is
independent to the global appearance of retrieved
images, the dynamic one leverages the semantical
similarity as a constraint for determining the matches.
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Ablation study.

MAP and Query Time against the size of the datasets.

Efficiency of matching.

MAP of Dynamic threshold and selective match function.

Effectiveness of Lambda.

MAP of the contrastive methods on
both small and large scale datasets.

1 Nankai University; 2 Cardiff University; 3 University of California at Merced This paper has been accepted by TIP 2018


